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COMPARISON OF ESTIMATION METHODS OF RELIABILITY
CHARACTERISTICS: MTTFAND MTTR IN A MODEL DESCRIBED
BY EXPONENTIAL DISTRIBUTIONS

Abstract:In the paper a classical model of failures is ader®d in that successive failure-free
times are supposed to have exponential distribsitiand are followed by exponentially
distributed times of repairs. Three methods ofatelity characteristics estimation are
compared: Maximum Likelihood method, empirical mantsemethod and method based on
renewal theory approach. Mean Time To Failure angaM Time of Repair based on
historical data about failure-free times and repaies are estimated. In the paper a numerical
example is given.

1. Introduction

In the paper reliability characteristics: Mean Time Failure (MTTF) and Mean Time of
Repair (MTTR) are predicted. Three methods of bditgy characteristics estimation are
compared: Maximum Likelihood method (MLM), empidiacaoments method (EMM) and
method based on renewal theory approach (RTA)rimtion about a number of sample and
failure-free times in successive periods of timesput data to the first and second methods,
only the number of sample in successive periodsinés is the input data to the third
method.The objective is to compare the three mathath various complexity of input data
and to predict the MTTF to generate a predictiveedale.The cycle time of operation
predicted to be disturbed is increased by MTTR.

2. A production scheduling model of failures

Let we assume that a failure-free tim&s,....X; , in theith period[(i ~UT,iT), i=1...m+1
haveexponential distribution with parametgr >0 , and paretimesY,,;,...Y, are also

exponentially distributed with parametdr >0 . The etioh of the system can be observed
on successive cycles , =X, +Y,,, i=1...m+1 k=1..,N; which are independent random
variables with PDFs defined as follows [1]:
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where A is a known parameter of exponential time of repR@rametersd, angs, , in
general, are different in different scheduling pds.

3. Estimation of unknown parameter with three methods

Basing on information about the number of failuagsl failure-free times in a number of
periods of the same duration in the past, threferéit methods of unknown parameters of
the model estimation are proposed: MLM, EMM and RTA

According to the MLM to estimate unknown paramefefor Exponential distribution, for
the th scheduling period we solve the equation [3]:

b= (2)

k=1 Xi,k

wheren, - number of failures ithiperiod.

According to the RTA to estimate unknown paramgtefor Exponential distribution, for
the th scheduling period we solve the equation [1]:

Ai:ui —(A+p )T -
T e —1+(A + 4, =%, 3)
i 4 cul)

whereT =100 [hours] (is a duration time of the schedulpegod).

Substituting known values ofl; arij  we estimate sfarcessive scheduling periods.
According to the EMM to estimate unknown parametefor Exponential distribution, for
the th scheduling period we solve the equation (2). Seppihat we have given sample
values x;,, xy,, ....x,, Of failure-free times observed for periEﬂdT) Introduce sample

mean and theoretical moment as follows:

-1 1
m(x)=x == x, andm(x)=-- (4,5)
= /]1
Comparing empirical moment (5) to theoretical ofiewfe obtain:
1 12
—=— ) (6)
thon, ;X“

and we also get (2).
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4. A mode of production machinefailures

There are 7 scheduling periods “time windows”, etaites 100 hours] =100
have to be executed on 7 machines.

The operations’ time@vj w V(=123 w=12...7 ) are described in miniftedOT. The

processes routes are describedViRR . In the math@3(7) and MPR (8) a number of
row represents a number of jpla number of column states as a number of macehifée
dead lines and butch sizes of jobs are describedDb (9) and VBS (10). In vectors, a
number of column states as a number of jjoBhe machines start work at time= 0.
Historical data of the number of failures of maehin are presented in Tab.1.

. 3 jobs

3451352 2153467

MOT =| 3212000|,MPR=| 2413000 (7.8)
4011220 2013450

VDD = [450, 550, 650|, VBS = |40, 50, 60} (9,10)

Table 1. Data of the number of failures of parallel machinej
The number of scheduling period
1 [ 2 | 3 | 4 | 5 | 6 [ 7
Duration of the scheduling periodin hours]
[0,100) | [100,200) | [200,300)| [300,400) [400,500) [500,600)60@,700)
The number of failures of maching

1 4 5 7 9 9 12 11
2 3 6 7 7 8 10 11
RIE 2 6 6 8 9 7 10
4 3 4 6 7 9 10 9
5 3 3 7 6 7 11 10
X 3 4.8 6.6 7.4 8.4 10 10.2

In Tab. 2 historical data of the failure-free tinmfsmachine j
times [in hours] are exponentially distributed wittrametersi,

and are presented. Repairing
presented also in Tab.2.
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Table 2. Thefailure-free times of machine j an A, in the scheduling period i

No. of failure
1]2]3]a[5]6|7][8]9]w0]11]12] [1]2]3[4]5]6]7][8]9]10][11]12
=1 j=2
1 [20]25]25] 25 1[25]30]30
2 [10[20]20]22] 25 2[10[13]15[20[17] 23
3 |10[13]13]13]15[15[15 3|10]12]12]13]15] 15]15
ila|5]8] 8] 8] 1d10[10[13]15 45| 7] 7] 1015/ 20]25
5|/6|6]7] 7] 9] o 9 1214 5/6| 8] 8]1414]15]/16]15
6/3|3|5]| 6] 8 8 8 119]11[11]10[6]3[ 5] 5] 5] 8] 1112[12[15]15
712 2] 4] 5] 7] 8 1010[10[11]12] [7] 2] 4] 4] 4] 7| 8] 1011[12]14]12
i=3 =4
1 [25]40 1[20]25]40
2| 912]17]18]19]22 2[15[20]25[30
3 |10[13]13]15]15[18 3|11]14]14]16]16] 19
i|a|5]8] 8] 1015/16/18[18 4] 6]10][10[12[13] 1622
5/6|9] 9]1012[13[14]15]10 5/7] 8] 9]1910]11][12[15]10
6|911]11]11]14]17]18 6|6]6] 7] 8] of o 1011][11]15
718 8] 9] 9] 1d 9 ]10[10[11]11 7] 5] 6] 8] 9] 11 10]10]14]15
j=5 A
1 [20]23]42 1]15
2 [22]25]38 2 1.2
3| 8|11]12]13]14]16]20 308
i | 4 [10][12]12]15]18]18 407
5 |10]10]11]13]13]15]15 505
6/3|3]5]| 6] 6] 7] 9 1011][13[11 6 0.4
7]7]7] 8] 9] 9] 1011]11]12[11 703

5. Therenewal theory approach

In the RTA having values ofA;, and, we estimate for successive periods, for

example, for the first scheduling periog1 , we higle

154,

m (e_(1'5+/11)m00 -1+ (15 + ,Ul) D.OO) =3 (1 1)
. 1

In successive periods we havey, =0.0308177 u, =0.05042 pu,=0.0728442
M, =0.083945 p,=0.103015 x4 =0.13673, 1, =0.159811 In successive periods mean
failure-free times of the machine equatX, =324489 EX, =19833¢: EX, =13.7279
EX, =11.9126, EX, =9.70732, EX, = 7.31368, EX, = 6.25739.

Having parameterg:  for the periods]...7 we use theicks®gression to predict a
parameter for period =8 , and we haye =0.148847 . The regresBiootion is as
follows: 1 =0.0068303%0.017752i . The MTTF in period=8 equalEX, = 6.71832
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6. Maximum Likelihood and empirical moments approaches

To estimate unknown parametgr  for Exponentiarithistion, for the successive periods
we solve the equation (2). In periods],...7 for machinej we havey described in Tab.3.

Table 3. The parameter £ in scheduling period i and for the bottle neck j =6

)z J The regression functign a _
1 2 3 4 5 for the bottle negk-6
1| 0,040/ 0,035/ 0,031] 0,035/ 0,035| =0,00136-0,0086+0,047 0,035
210,052|0,061| 0,062|0,042( 0,035 =-0,00336+0,0176+0,039 0,033
3/0,071/0,071| 0,070 0,065| 0,075| =0,00136-0,0076+0,078 0,072
i | 4/0,099| 0,074 0,080/ 0,079| 0,071 =0,01:LN(6)+0,094 0,111918
5/0,100| 0,082| 0,091 0,098| 0,080 =0-LN(6)+0,096 0,096
60,120/ 0,112| 0,079 0,101/ 0,126| =0,00836-0,0526+0,168 0,144
7/0,124/0,121| 0,104/ 0,098| 0,101 =0,00136-0,016+0,141 0,161

The bottleneck is one from a set of parallel maeditherefore we use all data to predict the
MTTF. Let we assume that we don’'t know which maehwas the bottle neck in théhi

scheduling periods, therefore we introduced aitifizariable of the bottle neck=6 . First
we predicty for theth scheduling periods for the bottle neck.

0.2 v = 0,000x2+ 0,019x + 0,008 |
w R*=0,927
0.1 —
0 e Seriel
1 2 3 4 s 6 7
— Wielob. (Seriel)

Figurel.The prediction of the parameter /4, for scheduling period i=8 for the bottle neck j =6

Having parametergs,  for the periodsl,...7 we use thesiclalsregression to predict
parametery, for periodi =8 (Fig. 1). The regression function ischibed in Fig. 1. We have
Us =0.144. In the period =8 The MTTF equaEX,; = 694 hours.

Having parametersl.  for the periotsl...7 we use thesiclalsregression to predict
parameters for period=8 , and we halge=0.235952 . The fundaiicthe regression is as
follows: A, =—063In(i)+1546. In the period =8 the MTTR equakY, = 0.235952hours.

7. Modeling and simulation

The production system described BWOT MPP, VDD and VBS is modeled in the
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Enterprise Dynamics (ED) [2]. After doing the fisinulation for RANDOM priority rule,
the “bottle neck” is identified. MTBF and MTTR adefined for the “bottle neck” - the
machine 1.

Criteria: Makespag, , total tardiness of productimbsj T are used to evaluate

schedulesc . anBl of predicted schedules generated B8O, LIFO, RANDOM rules

are presented in Tab. 4. Values of the scalar immdor weights of the criteriavl = 0.4 iw2
= 0.6 are presented in Tab. 4. The best predidoredule is selected according to the
minimum value of the scalar objective functidgr(x) and is obtained for FIFO rule [2].

Table4.c,__ , T and f (x) of predicted schedules generated using FIFO, LIFO, RANDOM rules[2]
o T f(x)
LIFO 610 8 = (8/8)00.6 + (610 /610) 0.4 = 1
FIFO 610 0 = (0/0)00.6 + (610 /610) 0.4 = 0.4
RANDOM 610 4 = (4/8)00.6 + (610 /610) 0.4 = 0.7
8. Summary

Using the TRM we havey, =0.148847 and the MTTF equédX, =6.7183. . Udimg
MLM or EMM we have i, = 0.144 and the MTTF equal&X, = 694 . Although the level of

complexity of input data to the three methods isouss: a number of failures in the RTM and
the number of failures and failure-free times ia MLM or EMM the results are very similar.
The technical survey of the bottle neck is schetlaféer 6.71 hours of work.
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